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Abstract

General pre-trained language models perform001
best on downstream NLP tasks when fine-tuned002
on domain-specific datasets. However, this003
remarkable performance tends to be limited004
within their designated domains, making it chal-005
lenging to generalize their capabilities across006
diverse domains. We propose CRoss-domain007
Abstractive summarization through incremen-008
tal Fine-Tuning (CRAFT ), a general model009
capable of summarizing texts from multiple010
domains. Our model incrementally fine-tunes011
using the k most similar documents from a col-012
lection of datasets, containing a diverse range013
of cross-domain text summarizations. From014
a short sample test on CNN/DailyMail, we015
were able to achieve better performance than016
a baseline PEGASUSLARGE which was fully017
fine-tuned on the dataset. Our model’s flexible018
design suggests it may be applicable to a wide019
range of downstream NLP tasks.020

1 Introduction021

Advanced pre-trained language models have022

demonstrated their prowess in downstream Natural023

Language Processing (NLP) tasks by achieving re-024

markable performance when fine-tuned on specific025

datasets (Talmor et al., 2019) (Zhang et al., 2020).026

However, it is important to note that these models027

excel primarily within their designated domains.028

Even when performing the same task, such as text029

summarization, the model’s performance can be in-030

fluenced by subtle variations in the domain, making031

it challenging to generalize their capabilities across032

diverse domains with differences in language use,033

style, purpose, etc. We propose CRAFT, which034

alleviates the constraints of domain-specific fine-035

tuning and pushes the boundaries of cross-domain036

text summarization.037

Figure 1: Model Pipeline Visualization

038

039

040

By first gathering the most similar documents from 041

a diverse corpus of cross-domain documents and 042

incrementally fine-tuning a general pre-trained lan- 043

guage model on this new dataset, we now have a 044

general method to fine-tune a general pre-trained 045

model based on how each input is written. 046

We propose a novel dataset for the NLP field: a 047

cross-domain text summarization dataset, to test 048

our model on. The inclusion of diverse domains 049

in the dataset, coupled with the high variance ob- 050

served in the lengths of tokenized sequences makes 051

it a challenging task. 052

2 Dataset 053

For our cross-domain text summarization (CDTS) 054

research, we customized a challenging dataset by 055

selecting diverse datasets from various domains to 056

ensure comprehensive coverage. The CDTS dataset 057
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includes news articles from two major sources,058

CNN and DailyMail, along with their correspond-059

ing headlines (Hermann et al., 2015; Nallapati et al.,060

2016), dialogues with summaries from the SAM-061

Sum Corpus (Gliwa et al., 2019), scientific papers062

with abstracts from Arvix and PubMed (Cohan063

et al., 2018), and legislature bills with summaries064

from the BillSum dataset (Kornilova and Eidelman,065

2019).066

2.1 Sampling Method067

To create a balanced representation of our four di-068

verse domains, we employed a sampling method069

as follows:070

• Balanced: We randomly sampled (10000, 800,071

800) entries from each domain for the training,072

validation, and test sets, respectively.073

To explore the impact of unbalanced training sets,074

we provided additional options using the following075

sampling strategies:076

• All: We included all text and summary pairs077

from the chosen datasets in the training set.078

• 40k: We randomly sampled 40,000 entries079

from all text and summary pairs.080

• 100k: We randomly sampled 100,000 entries081

from all pairs.082

The comprehensive analysis of CDTS dataset083

and the starter code for loading it can be084

found at https://github.com/nemonemonee/085

cdts_dataset.git.086

3 Model087

We propose Abstractive summarization through in-088

cremental Fine-Tuning (CRAFT ), a two-step089

pipeline utilizing PEGASUSLARGE and a distilled090

SRoBERTa model. The pipeline process can be vi-091

sualized in Figure 1. To start, we use SRoBERTa, a092

sentence transformer, for computing all of the sen-093

tence embeddings (Reimers and Gurevych, 2019).094

In particular, we begin by computing the sentence095

embeddings for all documents in our fine-tuning096

dataset X . Then, for every document in our testing097

dataset T , we compute its sentence embedding and098

proceed by computing the cosine−similarity be-099

tween this current document and all fine-tuning100

documents, calculated as101

cosine_similarity(x, t) =
x · t

∥x∥∥t∥
102

We then sort the documents by the calculated 103

cosine−similarity to select the top k most simi- 104

lar documents. Following, we incrementally fine- 105

tune PEGASUSLARGE on this small dataset. Note 106

that depending on the testing dataset, our base- 107

line PEGASUSLARGE is one that is fully fine-tuned 108

on that dataset. Thus, we explore how any addi- 109

tional small or "incremental" further fine-tuning on 110

a selection of different datasets will impact perfor- 111

mance. 112

4 Experiment 113

4.1 Evaluation Matrices 114

To test the validity of our model, we implement 115

ROUGE metric (Lin, 2004) to compare the sum- 116

mary generated by a standard PEGASUSLARGE 117

model and the summary generated by our fine- 118

tuned model with the ground truth. Each ROUGE 119

F1 score such as R1, R2 and RL were computed. 120

4.2 Incremental Finetuning on Original Train 121

Set 122

To save time and computation power, we used var- 123

ious machines from the Wilkinson Lab to run our 124

experiments. We fine-tuned a PEGASUSLARGE pre- 125

trained on the CNN/DailyMail dataset. To compute 126

similarity scores, we used a distilled SRoBERTa to 127

encode the sentences from the train and test sets. 128

For a given article in test, we computed the k = 16 129

most similar documents from the train set using a 130

cosine similarity metric. The similar documents 131

picked were then used to incrementally fine-tune 132

our PEGASUS model. It took approximately 1.5 133

hours to tokenize and compute the sentence embed- 134

ding. In the fine-tuning process, we trained using 1 135

step and in total, took approximately half an hour 136

to finish the first 50 samples from the test. The 137

most similar 16 documents with batch size of 1 138

was fed to our model. For our optimizer, we use 139

Adam (Kingma and Ba, 2017) with a learning rate 140

of 5e− 4. Regularization using weight decay was 141

also employed. 142

4.3 Incremental Finetuning on Additional 143

Datasets 144

To encode our sentences, we used a distilled 145

SRoBERTa on the XSum dataset to serve as our 146

similarity comparison between an example from 147

CNN/DailyMail and a subsample of XSum dataset. 148

We used the same fine-tuned model as section 4.2. 149

For a given article in CNN/DailyMail, we com- 150
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Model Rogue Score(R-1/R-2/R-L)
PEGASUSLARGE fine-tuned on CNN/DailyMail 33.66/14.26/24.02
Incremental fine-tuning on CNN/DailyMail 35.01/16.55/27.44

Table 1: Comparison of a baseline PEGASUSLARGE fine-tuned on CNN/DailyMail with the same model incremen-
tally fine-tuned on k = 16 most similar subsets of CNN/DailyMail. The ROUGE Scores were computed on a 50
testing sample size from CNN/DailyMail

Model Rogue Score(R-1/R-2/R-L)
PEGASUSLARGE fine-tuned on CNN/DailyMail 31.93/12.23/22.88
Incremental fine-tuning on XSum 33.16/13.09/23.61

Table 2: Comparison of a baseline PEGASUSLARGE fine-tuned on CNN/DailyMail with the same model incremen-
tally fine-tuned on k = 100 most similar subsets of XSum. The ROUGE Scores were computed on a 250 testing
sample size from CNN/Dailymail

puted the k = 100 most similar documents from151

XSum using a cosine similarity metric. The similar152

documents picked were then used to incrementally153

fine-tune our PEGASUS model.154

In the fine-tuning process, we trained using 1 step155

and in total, took approximately 6 hours to finish.156

4.4 The CDTS Dataset157

This will be discussed in the future work section.158

We do not have the time and computing units to159

finish this in time.160

5 Results and Analysis161

Table 1 and 2 show the performance of our162

fine-tuned models. We see that incremental163

fine-tuning on CNN/DailyMail showed consid-164

erable improvement in the ROUGE score. This165

improvement could be attributed with the fact166

that there would be more similar documents in167

CNN/DailyMail and therefore produce a better168

fine-tuned dataset.169

170

A similar improvement can be see when we171

finetune using XSum, as shown in Table 2. With a172

much bigger finetune dataset with k = 100, our173

model has more examples to use to improve upon174

and therefore outputs a better ROUGE score. It175

could also be that the improvement is due to XSum176

also being a news dataset. Here is a sample result177

(prediction 1 is from the original PEGASUS and178

prediction 2 is from the incrementally finetuned179

PEGASUS, the label is the actual summariztion180

given):181

182

prediction 1 : A student has admitted to183

hanging a noose from a tree near a student union,184

Duke says. The prestigious private school didn’t 185

identify the student, citing federal privacy laws. 186

187

prediction 2 : A student admitted to hang- 188

ing a noose made of rope from a tree near a student 189

union. The student was no longer on campus and 190

will face student conduct review. 191

192

label : Student is no longer on Duke Uni- 193

versity campus and will face disciplinary review. 194

School officials identified student during inves- 195

tigation and the person admitted to hanging the 196

noose, Duke says. The noose, made of rope, was 197

discovered on campus about 2 a.m. 198

199

We can see that the 2nd prediction is more 200

similar to the actual label. 201

6 Limitations 202

Our primary limitation throughout the experiments 203

done was with out compute power. Many of the 204

original experiments planned could not be accom- 205

plished with the limited amount of compute power 206

we had coupled with the remaining time. 207

In addition, the datasets that we tested on do 208

not come from different number of domains, only 209

primarily focusing on news dataset. 210

Also, since we are using a different finetuning 211

dataset for each example from the test set, our 212

CRAFT model can only handle small test sets. 213

7 Future Work 214

7.1 More Experiments 215

We want to test on our custom datasets. In par- 216

ticular, we plan on testing the performance of 6 217
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PEGASUSLARGE models, where 4 are fine-tuned on218

the respective 4 datasets: CNN/DailyMail, SAM-219

Sum Corpus, Arvix/PubMed, BillSum dataset, one220

on all 4 i.e. on our custom CDTS dataset, and a221

final model fine-tuned on CDTS with the addition222

of incremental fine-tuning.223

7.2 Ablation Study224

We want to experiment with different k and the225

incremental finetune arguments. We want to test226

if using TFIDF will demonstrate a better results227

than using SBERT. We also want to use different228

summarization models other than PEGASUS, to229

see how our incremental fine-tuning method applies230

to other general pre-trained language models.231

8 Conclusion232

In conclusion, we have introduced CRAFT :233

Cross-domain Abstractive Summarization through234

Incremental Fine-tuning, a model capable of sum-235

marizing texts from multiple domains. Our em-236

pirical results on incrementally fine-tuning a pre-237

trained language model on a diverse collection of238

datasets demonstrate that our model surpasses a239

baseline PEGASUSLARGE model fine-tuned on the240

CNN/DailyMail dataset. This highlights the po-241

tential of our model to generalize across domains242

and tasks. However, limited computational re-243

sources hindered our ability to experiment with244

more datasets. Future work involves exploring our245

custom CDTS dataset and conducting an ablation246

study to further improve our model.247
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